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TL;DR

To avoid issues when symmetry is approximate or mis-specified, create a layer as 
the sum of two parts: one symmetric part, and one unconstrained part



Background: Residual Connections



Residual Connections - "ResNet"

Deep Residual Learning for Image Recognition
https://openaccess.thecvf.com/content_cvpr_2016/papers/He_Deep_Residual_Learning_CVPR_2016_paper.pdf

https://openaccess.thecvf.com/content_cvpr_2016/papers/He_Deep_Residual_Learning_CVPR_2016_paper.pdf


Residual Connections - "Residual RL"

Residual Reinforcement Learning for Robot Control
https://arxiv.org/pdf/1812.03201.pdf



Residual Connections - "Residual Policy Learning"

Residual Policy Learning
https://arxiv.org/pdf/1812.06298.pdf



Residual Connections - "Physics-Augmented Learning"

Physics-Augmented Learning: A New Paradigm Beyond Physics-Informed Learning
https://arxiv.org/pdf/2109.13901.pdf

https://arxiv.org/pdf/2109.13901.pdf


Method



Basic Method



Recap on EMLP (Finzi et al 2021)



Define the weight matrix as a sum:
Consisting of an equivariant part (A) and an unconstrained part (B)

Defining the Residual Pathway Prior



Defining the Residual Pathway Prior

In the case of Equivariant MLP (EMLP) from Finzi et al 2021, this consists of:

-                                                                  with 
(equivalent to                           )

-                                                                    with 

In total:



Experiments



Experiment: Inertia and Pendulum Datasets

Datasets from: https://proceedings.mlr.press/v139/finzi21a/finzi21a.pdf

https://proceedings.mlr.press/v139/finzi21a/finzi21a.pdf


Experiments: Sampling from Ensemble, and Varying Prior



Experiments on Toy Datasets



Experiments on Mujoco Toy Problems



Main conclusions:

- Overall, a very clever, simple, easily implemented idea!
- The probabilistic interpretation seems possibly weak and maybe obscures the 

key idea. 
- Was this added after-the-fact to try and make the method seem more 

fancy?
- Is there even really a probabilistic method here, or just a weighted sum of 

two layers, with two different values of weight decay? 
- Some experimental details missing from paper (datasets, training scheme, 

experiments on "posterior equivariance error")

Discussion and Issues


